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Abstract

The paper presents a method to estimate the detailed 3D body shape of a person even if heavy or loose clothing is worn. The
approach is based on a space of human shapes, learned from a large database of registered body scans. Together with this database
we use as input a 3D scan or model of the person wearing clothes and apply a fitting method, based on ICP (iterated closest point)
registration and Laplacian mesh deformation. The statistical model of human body shapes enforces that the model stays within
the space of human shapes. The method therefore allows us to compute the most likely shape and pose of the subject, even if it is
heavily occluded or body parts are not visible. Several experiments demonstrate the applicability and accuracy of our approach to
recover occluded or missing body parts from 3D laser scans.
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1. Introduction

Creating convincing 3D models of humans is a difficult task.
For many applications, for example automatic dress size mea-
surement and virtual try-ons, but also for virtual stunt men in
movie productions, virtual models of real persons have to be
created that are as detailed as possible and faithfully represent
the true body skin surface. This can be achieved, for example,
by 3D scanning a naked human (using e.g. a laser scanner or
structured light based systems). While this generates ground
truth data, the procedure is unconvenient or even undesirable
in many situations and additionally may result in models con-
taining errors and holes. For example, customers in a shop will
often not feel comfortable taking off their clothes for 3D scan-
ner based body measurement. Wearing skin-tight apparel is the
next best approximation, but still not feasible in many scenar-
ios. In other situations a 3D scanner is not available and thus
it is only possible to create approximate geometry using visual
hulls and stereo information from several cameras, resulting in
very coarse geometry. So, a method for estimating body shape
and biometric measures from coarse, noisy, incomplete 3D data
is desirable.

To solve these problems we present a system that is capable
of estimating the shape of a human body covered or partially
covered by clothes given coarse, noisy, hole riddled or even
partial 3D geometry. This is achieved using a statistical model
of human body shapes and poses, which is similar to work by
Anguelov et al. [1], Weber et al. [2], and Wang et al. [3]. Our
system takes a 3D scan or 3D model as input, which can be cre-
ated, e.g., with full body 3D laser scanners, multi-view stereo
methods, or structured light scanners.

The approach works by fitting the statistical model [4] to
the recorded data with an iterative approach, while maintaining
that the resulting estimation stays in the space of body shapes
spanned by the model. This allows us to estimate the body

shape of subjects wearing wide and obstructive apparel. While
the generated model is a plausible representation of the sub-
ject’s body, it is, depending on the clothes, not an exact match
but rather a best estimate based on what we can perceive. Even
for humans it is difficult to guess the body shape of persons
wearing, for example, a long coat. Some biometric measures
on the other hand, like height, leg length or arm length, can be
calculated relatively accurately though.

Please note that our method can not actually “see” through
clothing, unlike for example the controversial backscatter X-
Ray machines deployed at some airports today. We believe that
the privacy of the subject is consequently not invaded by our
technique. Nevertheless, care should be taken when employing
the technology.

Balan and Black [5] have recently presented a system based
on the SCAPE model [1] which allows them to estimate the
body shape of dressed persons given a number of multi-view
images or video sequences. The subjects are allowed to wear
arbitrary clothes but have to be captured in a number of different
poses or in a longer animation sequence. Their approach also
relies on a color based segmentation of the scans into skin and
dressed parts, which is used to apply differently weighted error
functions in the segmented regions. In contrast, our method
is designed to work without a segmentation and from a single
input frame. While our input contains more information than a
single multi-view input image, significantly more information
about the shape of a person can be extracted from several such
multi-view frames when pose and clothing are varied.

In the motion capture community several researchers have
developed methods to deal with wide clothing. Rosenhahn et
al. [6] described a system that allows them to track loosely
dressed persons in multi-view video. However, they do re-
quire a priori knowledge of both the body geometry and the
clothes. Some good tracking results of loosely dressed persons
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have recently been presented by de Aguiar et al. [7] and Vla-
sic et al. [8]. Similarly, Starck and Hilton [9] present a system
for capturing the performance of actors using multi-view cam-
era systems in studio environments. However, neither paper
addresses the underlying body geometry and track only the sur-
face deformation. Balan et al. [10] on the other hand, use a
SCAPE based model to track humans. They are thus able to
estimate body shape from multi-view video but are restricted to
tight-fitting garments.

Our contributions in this paper are the following:

• We present a method for estimating the body shape of a
dressed person from a 3D scan or 3D mesh model. The ap-
proach is robust to severe contortion of the surface caused
for example by loose clothing, hair, noise corruption, or
large holes in the data.

• We demonstrate that the method can be applied to partial
scan registration and estimation of biometric parameters.

The rest of the paper is structured as follows: Section 2 de-
scribes the model of human body shapes we use, Section 3 de-
tails the fitting procedure, experimental results and evaluations
are presented in Section 4, and a summary concludes the paper
in Section 5.

2. Human Body Space

Our model of human body shapes is based on a database of
approx. 550 3D scans of 114 subjects. All subjects are scanned
in a base pose, and some subjects are additionally scanned in
9 poses chosen randomly from a set of 34 poses that were se-
lected to span the range of motion of average humans. In or-
der to achieve semantic correspondence between the scans they
are registered with a non-rigid registration technique similar to
[11].

2.1. Model Representation
It is not desirable to generate a statistical model directly from

the scans because non-linear transformations caused by the in-
herent skeleton cannot be captured easily by a linear statistical
model. Previous solutions to this problem embed a skeleton
into the model and store vertex positions relative to the associ-
ated bones [1]. Instead, we opt to use a surface encoding of the
models that is invariant to both, translation and rotation [12, 4].
That way, the local transformations expected to occur when de-
scribing the space of human body shapes (scaling) and poses
(local rotations) can be described by a linear model. A similar
encoding using vertices instead of triangles has been presented
by Lipman et al. [13].

Translational invariance can be achieved by employing vari-
ational methods (see [14] for an overview). Reconstruction in-
volves solving a sparse linear system to recover vertex positions
from their relative encoding. Rotational invariance is more dif-
ficult to achieve. We accomplish this by decoupling rotation
and stretching of the model triangles. First, all triangles ti are
represented relative to the corresponding triangles ri of a refer-
ence model, i.e., ti = Ti · ri. The matrix Ti can be factorized

into a rotation Ri and a stretch/shear part Si using polar decom-
position [15]. Finally, only the relative rotation of a triangle to
its neighbors

Ri, j = Ri · R−1
j (1)

is stored. During reconstruction, given a rotation for one
of the triangles, the actual rotation matrices can be recov-
ered by solving a linear system. For increased stability a re-
orthonormalization step of the rotation matrices can be added.

Concatenating the rotations represented by rotation vectors
and the components of the stretch matrices, yields a high di-
mensional representation of human bodies that can be approx-
imated linearly with respect to the most common deformations
occurring in the combined body shape and pose space. Run-
ning principal component analysis (PCA) on the set of 3D scans
yields a matrix of eigenvectors E, describing the combined
body shape and pose space and a set of low dimensional de-
scriptors s of a scan m such that

m = E · s + a, (2)

where m is a model in the relative rotation encoding and a the
average model. Every eigenvector of E corresponds to prop-
erties of the encoded human with different scales of influence
on the body shape. However, if an unknown body shape is to
be represented in the human body shape space a least squares
system needs to be solved

arg min
s

(m − E · s + a)2. (3)

In this naı̈ve representation the influence of eigenvectors corre-
sponding to small eigenvalues is overemphasized. This prob-
lem can be alleviated by dividing each eigenvector ei by its
eigenvalue ei, yielding a matrix W of whitened coefficients (see
[16]). In this new representation, every scaled eigenvector has
the desired influence. Projecting a 3D model into the space of
human shapes is equivalent to

s =W+ · (m − a), (4)

where W+ is the pseudo-inverse of W. As a result of whiten-
ing the coefficients, the least-squares solution of Equation (4)
results in a model m that is as close to the average human in a
space that evenly describes all human traits as possible.

3. Fitting

Fitting a human modelM to a 3D scan or model S is done
with an iterative approach as illustrated in Figure 1. We start
with a sparse set of user specified correspondence points. Mark-
ing feet, hands, ellbows, and head is usually sufficient. We
then iterate three steps until convergence. In the first step M
is aligned rigidly to S by finding the set of closest points from
M toS and minimizing the squared distance. Next, the matches
are used to drive a least-squares Laplacian deformation, moving
M closer to S. As this action normally moves the model out of
the space spanned by the statistical model of human bodies, we
finally projectM back into the human body shape space. In the
following we describe the three main steps in more detail.
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Figure 1: Overview of the fitting algorithm

3.1. Alignment

For every point of M the closest point on S is computed.
Matches are dropped if the distance is too big (> 10 cm) or nor-
mal directions of source and target deviate too strongly (> 30◦).
The remaining matches are stored in a list C. Then, the opti-
mal rigid body motion is calculated by minimizing the squared
distances of the matches in C. Then,M is transformed accord-
ingly. This procedure is iterated until the mean residual error
q of matches converges. The ICP procedure is necessary be-
cause the best alignment can only be computed for a given set
of matches. It is possible, and in our experience quite likely,
that given the configuration after a single alignment step, a bet-
ter set of matches can be found because the objects are now
aligned more closely.

3.2. Laplacian Deformation

Next, M is deformed using a simple linear least-squares
Laplacian mesh deformation [17]. Specifically, the following
energy is minimized:

arg min
x

(Lx − d)2 + (Cx − c)2, (5)

where L and d are a Laplacian system with cotangent weights,
and C and c represent the constraints C computed in the previ-
ous step weighted by the importance function W(i). If the per-
son in the target scan is wearing tight fitting clothes, generating
uniform weights is sufficient to produce convincing results. In
case of wider and more obstructive clothes though this scheme
fails. One main observation leading to an improved weighting
function is that the human body always lies either exactly on
the target surface or beneath it. Thus it is important to weight
matches that constrain vertices, which lie on the outside (as de-
termined by normal direction) of the target surface stronger than
those which lie on the inside of the target. In case of a given
segmentation of S computed with prior knowledge, for exam-
ple the skin color detection [5] or garment detection employing
a model of the clothes as in [18], we could further modify the
importance function to reflect this information.

3.3. Humanization

Once the mesh has been deformed with the given constraints,
it needs to be projected back into the space of human body
shapes defined by the statistical model described in Section 2
because we are not interested in just fitting the surface of the

scan but to find the human body shape that best fits the scan. In
principle this step projects the unconstrained solution back onto
the solution manifold.

This is achieved by transforming the current model M into
the relative rotation encoding m. The model is then projected
into the space of human body shapes using Equation (4). Since
W+ can be precomputed, this step reduces to a matrix vector
multiplication. The result of which is a closest fit ofM in the
space of human body shapes. Due to the limited dimension of
the shape descriptor s, shapes that are not human body shapes
cannot be represented easily. Reconstructing M′ from s us-
ing Equation (1) with subsequent Poisson reconstruction [19]
yields the humanized model in Euclidean space.

3.4. Error Evaluation
Given the humanized mesh, we can calculate the mean length

q′ of the matches generated in the alignment step. If q′ is
lower than q we continue with the alignment step, otherwise the
Laplacian Deformation is repeated with reduced weights for the
matches. After a fixed number of iterations (10) with q′ > q the
algorithm terminates.

As for all ICP methods, the initial configuration has to be
fairly close to the solution for the approach to converge. This
issue can be avoided if a few markers are placed manually on
the target surface. Then, to generate the initial configuration the
same algorithm is run with these fixed matches.

4. Experiments

In this section several experiments are evaluated. First, the
hidden body geometry of several persons is estimated and bio-
metric measures are extracted and compared to the true values.
Then, registration bootstrapping, a technique for improving the
quality of scan registration and increasing the size of the scan
database, is demonstrated. Last, the same technique is applied
to shape estimation from partially missing and severely noise
corrupted data. A full statistical analysis, however, is not pro-
vided here and remains as future work.

The experimental setup is conceivably simple. A full body
3D scanner is used to scan the subjects, which takes about
10 seconds. Then, using a custom tool markers are selected
(2 min). Finally, the proposed approach is run. The runtime of
our Matlab implementation of the algorithm is in the order of
minutes per scan. E.g. for the scan shown in figure 3 b, marker
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Figure 2: The optimization procedure is based on iterative deformation of the
model using Laplacian editing followed by a projection of the result onto the
solution manifold spanned by the model of human body shapes. This figure
shows some of the steps performed during the optimization. In a the initial
mesh (the average man) and in b the result of the marker based fitting is shown.
c and d display a Laplace deformation step followed by a humanization at dif-
ferent points in the optimization. Lastly, the final humanized result is displayed
in e.

based registration takes 3.5 min (20 iterations) and the surface
registration 8 min (22 iterations).

4.1. Hidden Body Geometry

We evaluate our technique for estimating hidden body geom-
etry, on the one hand, by showing overlays of the scan with the
estimated geometry and on the other, by extracting biometric
measures from the estimations. Overlays of resulting estima-
tions are shown in Figure 3. As can be seen, the estimated
body shapes are highly plausible and fit well into the overlaid
3D scans. For a scan as shown in Figure 4 it is extremely dif-
ficult to estimate measures such as dress size or body weight
of the Santa impersonator because the thick coat generates an
ambiguous situation that is even difficult for humans to resolve.
However, some measures, such as the length of arms and legs
and his total height, can be recovered quite well (cf. Table 1).
Note that the input data for the algorithm does not have to be
generated by a 3D scanner. Structured light scanners or multi-
view stereo techniques provide sufficient 3D geometry.

The progression of the optimization is displayed in Figure 2.
Starting from the average man, markers are used to get an ini-
tial pose estimate. Please note that the body shape of this ini-
tial estimate (Fig. 2 b) differs significantly from the final result
(Fig. 2 e). This indicates that the markers merely stabilize the
optimization but do not contribute considerably to the shape
estimate. The initial estimate is taller, thinner and uses out-
stretched instead of slightly bent arms to reach the hand mark-
ers.

Estimating biometric measures given a 3D model of a human
is a difficult problem. Two of the simplest and most prominent
solutions include computing the measures directly on the esti-
mated 3D model or employing the statistical model of human
body shapes to learn functions that compute the desired mea-
sures. Some measures, such as weight, cannot be computed di-
rectly from a given mesh of a human. However, even for length
measurements that can easily be computed on a mesh surface,
we found that fitting a filtered linear function to the statistical
model achieves better results [4]. The measures summarized

Figure 3: Body shape estimation can be performed given 3D data generated by
a laser scanner (a) or by silhouette based multi camera systems (b and c).

Figure 4: Even for humans, it is impossible to accurately estimate the body
shape of a person wearing heavy clothing. So, the estimation of some biomet-
ric measures can only be achieved with limited accuracy. Generally, lengths,
e.g. arm length or body height can still be estimated but circumference based
measures (waist girth, weight, etc.) are obscured.

in Table 1 are consequently computed by training a linear func-
tion on the statistical human body shape model. For dressed hu-
mans, a weight factor of 10 between matches of vertices lying
outside vs. inside the target surface was found to be optimal.

4.2. Registration Bootstrapping
Given, for example, a scan, as shown in Figure 5 a, we ap-

ply the surface registration procedure described in [4]. First, a
skeleton based pose estimation is performed (Fig. 5 b) to gen-
erate a starting point for the subsequent non-rigid surface reg-
istration shown in Figure 5 c. Unfortunately, due to the large
difference in body shape of template and scan a registration
error occurs in the left armpit. This is a result of the skele-
ton based initial pose estimation which does not model differ-
ent body shapes. So the starting configuration for the non-rigid
surface registration step may be quite far away from the target
surface, if the body shape is significantly different. This is not
much of a problem in smoothly varying areas, such as the chest,
but in unfortunate circumstances, the mesh can self-intersect or
creases may develop. These problems can be alleviated, if a bet-
ter initial guess can be generated (cf. Fig. 5 d). Our approach is
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Height Arm Length Leg Length Weight Waist Girth
Santa 178 61 77 76 75
full 178 60 77 71 75
partial 181 57 79 64 75
ground truth 182 57 79 63 74
Toga 175 61 80 69 73
ground truth 179 59 84 67 74

Table 1: Biometric measures of one person: First dressed as a Santa imper-
sonator (Fig. 4), and second wearing every day clothing (Fig. 7) using the full
and a partial scan, as well as manually acquired ground truth values for com-
parison. Additionally, biometric measures of the subject wearing a toga shown
in Figure 3 a are compared to ground truth. Lengths are measured in cm and
weight in kg.

Figure 5: The quality of registration can be improved by using the statistical
model to generate an improved starting point for the surface fitting step. The
figure shows an input scan (a), a skeleton based initial guess (b), the surface
fitting result using that initial guess (c), the initial guess generated by our system
(d), and the final surface fitting result.

similar to the bootstrapping for facial scans described by Blanz
et al. [20]. We perform the same fitting algorithm as described
above for naked/tightly dressed scans with uniform constraint
weights. Figure 5 e shows the improvements when bootstrap-
ping is applied.

This procedure can not only be applied to increase the
database size but to improve the quality of scans already part
of the database. In fact, the model shown in Figure 5 was al-
ready part of the database.

It may seem surprising, that for a model which is already in
the database, the gradient descent based fitting procedure does
not arrive at the exact representation of the scan. Since fitting
starts from the average model and registration errors, as shown
in Figure 5 c, can be considered outliers, the gradient descent
based registration technique is unable to find that specific min-
imum of the cost function.

An example of employing the bootstrapping procedure to a
scan that is not in the database is shown in Figure 6. The ini-
tial guess models the scan very well already. So the surface
fitting step is only required to fill in minor details instead of
being responsible for performing major alignment of template
and target surface.

4.3. Scan Completion

In a similar vein, it is possible to estimate body shape from
incomplete scans as present, for example, when structured light
or range scanners are used. In Figure 7 a a laser scan acquired
from a single direction is shown in Figure 7 a. In compari-
son the full scan and the resulting body shapes are shown in
Figure 7 b. The two reconstructions are very similar as also
evidenced in Table 1.

Figure 6: Using a bootstrapping technique, it is easily possible to increase the
size of the scan database. Here, the input scan, the initial, model based estimate,
and the final surface fit are shown. Since the initial estimate is already very
close to the scan surface, a high quality semantic registration can be reached.

Figure 7: The model is fitted to a single view 3D scan of a subject wearing
every day garments (top) as well as to the corresponding full multi-view 3D
scan (bottom).

4.4. Noise

Robustness to noise is an important property for any algo-
rithm working on real world input data. In Figure 8 Gaussian
noise is added to a 3D scan. Then, the unmodified algorithm
described in Section 3 is run on the data. The result looks plau-
sible and the pose is only slightly misestimated.

5. Summary

The paper deals with the estimation of a detailed 3D body
shape given a 3D scan or 3D model of a person wearing heavy
or loose clothing. An ICP based Laplacian mesh deformation
approach is driven towards a given point cloud or 3D model.
The key is that by leveraging the statistical model of human
shapes, it is possible to enforce the humanness of the resulting
body shape. This strong prior allows us to predict the shape
of humans from partial or noisy 3D scans. We have presented
several experiments to demonstrate the applicability and accu-
racy of the approach to recover occluded or missing body parts
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Figure 8: The approach is robust even to severe noise corruption. Here we
analyze the body of a fully dressed emergency medical technician (EMT). On
the left the uncorrupted scan overlaid with a model fit to that scan is shown.
The rest of the figure shows the noise corrupted scan, the result overlaid with
the original scan, and the result on its own.

from 3D scans or models. In addition, we have shown that the
estimation of biometric measures is possible even under unfa-
vorable conditions.
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