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VideoTrace: Rapid interactive scene modelling from video
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Figure 1: Left to right: a frame from the input video sequence, a partial tracing of the model, the final model overlaid on the video, and the
result of rendering the final model back into the original sequence.

Abstract

VideoTrace is a system for interactively generating realistic 3D
models of objects from video—models that might be inserted into a
video game, a simulation environment, or another video sequence.
The user interacts with VideoTrace by tracing the shape of the ob-
ject to be modelled over one or more frames of the video. By in-
terpreting the sketch drawn by the user in light of 3D information
obtained from computer vision techniques, a small number of sim-
ple 2D interactions can be used to generate a realistic 3D model.
Each of the sketching operations in VideoTrace provides an intu-
itive and powerful means of modelling shape from video, and exe-
cutes quickly enough to be used interactively. Immediate feedback
allows the user to model rapidly those parts of the scene which are
of interest and to the level of detail required. The combination of
automated and manual reconstruction allows VideoTrace to model
parts of the scene not visible, and to succeed in cases where purely
automated approaches would fail.

CR Categories: I.4.8 [Image Processing and Computer Vi-
sion]: Scene Analysis—Surface Fitting; I.3.5 [Computer Graph-
ics]: Computational Geometry and Object Modeling—Modeling
packages

Keywords: Image-Based Modelling, Model-Based Reconstruc-
tion, Structure-from-motion

1 Introduction
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The recovery of 3D models from video has for a number of years
been a goal of both the computer vision and graphics communities.
In computer vision, several systems have been developed to auto-
matically recover a cloud of 3D scene points from a video sequence
(e.g. [Pollefeys et al. 2004]). However these are vulnerable to am-
biguities in the image data, degeneracies in camera motion, and a
lack of discernible features on the model surface.

These difficulties can be overcome by manual intervention in the
modelling process. In the extreme case, a modelling package such
as Blender3D can used to build a model manually, but it is difficult
and time consuming to create a photorealistic result by this process.
A more appealing option is to use all of the information that can be
derived from the video using computer vision techniques to inform
and accelerate an interactive modelling process.

The question then arises: how should these interactions be imple-
mented so they are (a) intuitive to a non-expert user and (b) pow-
erful and informative to the underlying modelling engine, so that
only a small number of interactions are required? The VideoTrace
system supports a novel sketch based interface that allows a user
to create a 3D model by simply tracing out its structure as it ap-
pears in one or more frames of video (see Figure 1). Polygonal
and curved surfaces, curved lines and extrusions can be modelled
through these 2D interactions. This is made possible by the use of
automatic reconstruction techniques from computer vision to assist
in interpreting these 2D interactions as steps in constructing a 3D
model.

VideoTrace is novel in that it provides a new interactive method for
generating a surface-based reconstruction of general objects on the
basis of a video sequence. Tracing over video is a flexible, intuitive,
and efficient means of specifying 3D shape. The sophisticated ex-
ploitation of 3D information automatically obtained through image-
analysis techniques enables VideoTrace to perform the otherwise
impossible translation from traced outlines to realistic 3D models.

1.1 Previous work

Several existing systems combine image data and user interaction
to create 3D models. However, because they do not make use of
structure and motion analysis, they typically require a significant
amount of user input. Photomodeler [Eos Systems 2005], for ex-
ample, allows 3D models to be created by marking up structure
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in one or more images, and requires that measurements from the
scene and the cameras be input manually. The Facade system [Tay-
lor et al. 1996] reconstructs architectural scenes as a collection of
polyhedra. However Facade requires the user to outline each block
in each image, and manually label corresponding features—a time
consuming process. Wilczkowiak [2005] presents a more general
approach to interactive modelling based on parallelepipeds as scene
primitives. However this still requires the corners of the primitives
to be marked manually in each image.

Quan et al. [2006] have developed an interactive method of mod-
elling plants from image sets which uses strong priors to develop
models of this particular class of objects. The prior in this case
is specific to the particular variety of plant being modelled. Other
work, including the use of architectural grammars [Dick et al. 2004;
Müller et al. 2006] and the hair modelling of Wei et al. [2005],
makes extensive use of prior information, but is too slow to be used
interactively.

SmoothSketch [Karpenko and Hughes 2006] provides an intuitive
sketching-based interface for creating models of smooth 3D shapes.
Models are generated purely on the basis of user input, as no image-
based information is used.

VideoTrace can be seen as an interactive means of upgrading the
point-based reconstruction generated by systems such as boujou
(by 2d3), the Voodoo Camera Tracker [Thormählen 2006] and PF-
Track (the successor to ICARUS [Gibson et al. 2003]) to a surface-
based reconstruction, and of correcting the results of such systems
when they fail. It is not intended to replace 3D modelling packages,
but rather to assist in the case of modelling an object as it appears
in a video sequence. In the fusion of automated vision methods
with manual interaction it follows on from previous work of the au-
thors [van den Hengel et al. 2006] and is analogous to [Agarwala
et al. 2004] which builds on visual tracking to drive the creation of
2D animations.

2 Video pre-processing

Before any interactive modelling takes place, structure and motion
analysis [Pollefeys et al. 2004] is carried out on the video sequence.
Structure and motion analysis is a computer vision technique that
automatically reconstructs from a video sequence a sparse set of
3D scene points and the camera parameters which describe the re-
lationship between the camera and the scene. We use the Voodoo
Camera Tracker [Thormählen 2006]. The resulting 3D point cloud
can be seen overlaid on a frame of the input video in Figure 3. This
pre-processing enables VideoTrace to give 3D meaning to 2D inter-
actions performed on the video.

Figure 2: Superpixel segmentation of a section of the input se-
quence.

Additionally, each frame of video is segmented using a deliberately
low threshold, so that the output is a large number of small clusters
of adjoining pixels, where all pixels belonging to each cluster have
a similar colour (see Figure 2). All 2D image operations are based
on these “superpixels” [Ren and Malik 2003] rather than the raw

image pixel grid. This accelerates region clustering and edge find-
ing operations, since only super-pixels as a whole and super-pixel
boundaries need be considered.

3 Interactions

In this section we describe the modelling primitives provided by
the system, and the types of interaction that are made possible by
sketching. We illustrate their application by building a model of a
car. The video sequence was captured using a hand-held consumer-
grade video camera. At any time during modelling, the user can
choose to trace on any frame of video in which the object is visible.
By default, traced lines and curves are automatically refined in 2D
by fitting to local strong superpixel boundaries, so a user requires
no artistic ability, nor is “pixel perfect” tracing required.

3.1 Tracing polygons

To model a polygonal face, a user traces out its boundary in a video
frame as a set of line segments. Nearby lines are automatically
joined using the endpoint clustering method of [Shpitalni and Lip-
son 1997]. Each closed set of line segments that does not contain
any internal lines is then used to generate an object face. This fit
can be overridden if necessary by manually moving line endpoints,
re-drawing lines, and drawing new lines on existing faces. An ex-
ample of this interaction is shown in Figure 3.

The user can then navigate to another frame of the video to refine
this model. The outline of the current 3D shape of the model is
projected into this new frame to assist the user in making adjust-
ments. In order to perform this projection a 3D model is calculated
on the basis of all interaction thus far, as described below. The user
can then drag line endpoints or lines in this new view so that they
trace out the boundaries of the same polygons as in the initial view.
These interactions are used to refine the 3D model so that it fits the
projections in both frames.

Figure 3: Traced lines (red) and reconstructed feature points (blue)
drawn over a frame of the input sequence.

In the background, VideoTrace repeatedly re-estimates the 3D
shape and position of the model in order to support these inter-
actions. An initial estimate of the 3D position and orientation of
each face is obtained by fitting planes to the set of reconstructed 3D
points whose images lie within the area bounded by the user drawn
line segments. To ensure robustness to 3D points that do not belong
to the plane, this is done by fitting multiple planes to subsets of the
points. This process is carried out for all faces of the model, to gen-
erate a set of hypothesised planes for each. These sets of planes are
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then combined to form a set of hypothesised object models, each of
which is tested against the image data as follows.

Support for each hypothesised model is initially calculated by mea-
suring the distance from each face to the corresponding set of recon-
structed 3D points. The support for the model is taken as the sum
of the support values measured for each face. Models with suffi-
cient support are subsequently evaluated on the basis of 2D image
information. Each face in the hypothesised model is projected into
the frames of video with which the user has interacted. The RGB
values of the pixels in each frame that lie within each projected
face in the model are accumulated to form a colour histogram for
each face in each image. The difference between the histograms
for corresponding faces in different images, summed over all faces,
is used as an error measure for the 3D model hypothesis. As it is
more computationally intensive, this measure is only calculated for
hypothesised models which score well on the 3D distance measure.

The fitting process occurs in real time. This allows the user to
switch between images from the original sequence naturally, select-
ing the most appropriate view of the scene at each stage. Through
this process the user rapidly develops an accurate 3D model of
the object through a set of intuitive 2D interactions. The model
can be rendered using texture maps obtained from frames of the
video [Niem and Broszio 1995].

3.2 Tracing curves

VideoTrace includes two modelling modalities which are based
on Nonuniform Rational B-Splines (NURBS). NURBS curves al-
low the user to define a curved line, in 3D, through the scene
space, whereas NURBS surfaces specify a 2D curved surface (also
through 3D scene space).

NURBS curves can be specified either as a free-standing 3D ob-
ject, or as one of the edges of a polygon. In order to define a free-
standing curve the user draws a line over one of the images of the
original video. A second image is selected and another line drawn.
Both line drawing operations typically correspond to tracing the
projected shape of the object through an image.

In order to estimate the curve, the problem is posed as a graph-based
optimisation process, and the max-flow[Boykov and Kolmogorov
2004] algorithm used to find the best solution. Let the lines drawn
in each of the images be L1 and L2 and define each in parametric
form such that

L1(u1) = (x1(u1),y1(u1))> with 0.0≤ u1 ≤ 1.0 and

L2(u2) = (x2(u2),y2(u2))> with 0.0≤ u2 ≤ 1.0 . (1)

Each line-of-sight through a point (x(1u1),y1(u1))> on L1(u1) in
the first image, defines a ray when projected into the second image.
By calculating the intersection of this projected ray with L2(u2)
we can identify a correspondence between u1 and u2. The set of
correspondences defines the reconstructed curve. The projected ray
may, however, intersect L2(u2) multiple times, and may also be
tangential to L2(u2) in places. The correspondences between u1
and u2 may thus be many-to-many.

In order to represent the problem as a graph, both L1 and L2 are
sampled regularly along their lengths. Each (u1,u2) pair is allo-
cated to a row and column of the graph respectively. Each node
in the graph thus represents a correspondence between a particular
value of u1 and u2, and thus identifies a potential point on the re-
constructed intersection curve. Figure 4 shows an image pair with
traced lines, and the corresponding graph. Each node in the graph
is connected to its 4 closest neighbours, and all edge weights set
to 1 initially. Each node which represents the intersection of a ray

a) b)

u1
c)

0.0

1.0

u2
0.0 1.0

source

sink

Figure 4: User interaction tracing out a curve over an image pair
(a and b), and the resulting graph (c).

and a curve has all of its edge weights set to 0 (these nodes are
red in the graph in Figure 4). The left and upper boundary nodes
of the graph are connected to the source by an edge with weight
0, and the right and bottom boundaries to the sink similarly. The
optimal cut through the graph partitions the nodes along the mini-
mal cost path, which corresponds to the minimal cost intersection
curve. This method is fast enough to be used interactively, and flex-
ible enough to deal with missing data and matching ambiguities.
The missing data problem arises particularly when the start and end
points of the curve are not the same in the two images, and when
the 3D curve is partially occluded in one image.

NURBS curves can also be used to refine the edges of polygonal
surfaces. If the line is drawn over an existing edge of the polygonal
model, a 3D curve is generated by projecting the 2D image line
onto the corresponding 3D plane. If the existing edge represents the
boundary between two neighbouring polygonal surfaces the curve
is projected onto the surface with normal that aligns best with the
viewing direction. The opposing neighbouring surface is altered
so as to have the same boundary, and is thus no longer necessarily
planar.

3.3 Extrusions

Once a NURBS curve has been estimated using the above proce-
dure, it is then possible to constrain it to lie on a plane if required.
This is achieved by least median of squares fitting of a plane to a set
of points sampled evenly along the length of the curve in 3D. The
2D NURBS curve is then generated by projecting onto the result-
ing plane. An extrusion is defined by dragging a 2D NURBS curve
across an image (see Figure 5). The vector (in scene-space) along
which the shape is extruded is defined by the normal to the plane in
which the curve lies. The extent to which the shape is extruded is
determined by projecting the vector defined by the drag interaction
onto the normal vector. The extrusion is updated as the user moves
the cursor, allowing accurate alignment with respect to the current
frame.

NURBS curves, whether 2D or 3D, can also be fattened, to model
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Figure 5: Creating an extrusion from a NURBS curve.

pipes and similar. The degree to which a particular curve is widened
is controlled by dragging across the image perpendicular to the ob-
jects axis of symmetry.

3.4 NURBS Surfaces

Figure 6: Generating NURBS surfaces from boundary curves in
the absence of reconstructed object points.

Once multiple NURBS curves are reconstructed they can be used to
generate NURBS surfaces. For example, a 1-rail sweep surface can
be constructed from two curves by sweeping a section curve along a
rail curve, a 2-rail sweep surface be generated from three curves by
sweeping a section curve along two rail curves, or a Coons surface
can be interpolated from four compatible boundary curves [Piegl
and Tiller 1997]. In many cases the quality of the generated surfaces
is very good (see Figs. 6 and 7). However, if reconstructed object
points are available, the surface can be refined by fitting the surface
to the object points, as shown in Fig. 8.

A Levenberg-Marquardt optimiser uses the existing surface as a
starting point and minimizes the distance between the object points
and the surface by altering the control points of the NURBS sur-
faces. The number of control points in the NURBS surface must be
selected so as to reflect the number of data points available. This is
achieved using the method in [Piegl and Tiller 1997] which gener-
ates a control point between every neighbouring pair of data points.
Note that control points on the boundary curves remain unchanged
during the optimization process.

Figure 7: NURBS surface fitted in the absence of reconstructed
object points.

Figure 8: NURBS surface fitted to reconstructed object points.

4 Mirror planes

Although tracing out surfaces is fast and intuitive, it has limitations.
Because it involves tracing over image edges, it can only be applied
to parts of an object that are visible in the video. Also, because
it estimates each surface separately, it may fail to capture global
properties of the structure such as regularity and symmetry.

Figure 9: User interaction identifying location of mirror plane
(left, sketched mirror line in blue). Model after mirroring showing
match with original video (right).

To address these issues we incorporate extra interactions that apply
to sets of surfaces. For example, drawing a mirror plane is an intu-
itive way to build a complete model of an object which is symmetric
about a plane. The interaction involves selecting a mesh of surfaces
that have already been traced and are to be mirrored. Lines are then
traced along surfaces to indicate their intersection with the mirror
plane (see Figure 9). Mirrored versions of the selected surfaces are
then added to the model where necessary to create a symmetric ob-
ject.

VideoTrace uses the mirror lines to estimate a plane about which
to mirror the selected surfaces. The midpoint of each surface edge
that intersects a mirror line is calculated. It is assumed that at least
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a subset of these midpoints belong to the mirror plane. Potential
mirror planes are generated by choosing sets of 3 such midpoints,
forming a plane from them, and mirroring the selected geometry
about that plane. Each potential plane is evaluated by measuring
the total distance from the reflected copy of the vertices to the pre-
viously modelled vertices on the far side of the mirror plane. The
plane that minimises this error is chosen, and then optimised using
the same measure. Once it has been optimised, the existing part
of the model on the far side of the mirror plane is replaced by a
reflected version of the model on the near side of the plane. This
includes the vertices on the far side of the surfaces on which the
mirror lines were drawn.

5 Discussion and conclusion

VideoTrace has been sucessfully evaluated on a variety of video se-
quences. Because it makes use of structure and motion analysis, it
inherits some well known limitations in situations such as degen-
erate camera motion and completely planar scenes. However, de-
spite these limitations, structure and motion based systems are still
widely used in major post production companies. We have also mit-
igated some common errors by using robust surface fitting methods,
so that for instance reflective surfaces can still be modelled despite
containing some misplaced feature points.

VideoTrace makes it easy to create 3D models from video, which
can then be used in a variety of tasks (see, for example, Figure 10).
It supports a range of simple 2D interactions with frames of video,
including tracing out lines and curves, sweeping and extruding lines
and curves to form surfaces, and mirroring shapes about planes. By
combining these interactions with camera and sparse 3D scene in-
formation, it is able to construct a 3D model of a scene with little
user intervention. By their interactions the user can control which
parts of the scene are modelled, and to what detail, and can even
model parts of the scene that are not visible in the video. By mak-
ing use of 3D information where it is available, but allowing the
scene to be modelled by tracing even where it is not, VideoTrace
combines the benefits of automatic and manual modelling systems.

Figure 10: Inserting a synthetic object into video, using the known
motion of the camera (see video attached to this paper). As the
3D shape of the car is known, it can interact convincingly with the
object.
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