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Abstract Feature points for camera parameter
estimation are detected in noisy images. Therefore,
the feature points and also the camera parameters
can only be estimated with limited accuracy. In case
of collinear feature points, it is possible to benefit
from this geometrical regularity which results in an
increased accuracy of the camera parameters. In this
paper, a complete theoretical covariance propagation
starting from the error of the feature points up to
the error of the estimated camera parameters is per-
formed. Additionally, by determining the Fisher in-
formation matrix the Cramer-Rao bounds for the co-
variance of the corrected feature point positions are
determined. To demonstrate the impact of collinear-
ity on the accuracy of the camera parameters, a co-
variance propagation is performed with varying fea-
ture point error covariances.

1 Introduction

In feature point based structure-from-motion (SFM)
methods the accuracy of the estimated camera pa-
rameters depends on the accuracy of the features.
The knowledge of the probability density function
of the uncertainty of feature point positions enables
Maximum-Likelihood (ML) estimation [4]. In this
case, it is also possible to determine the expected
error covariances of the estimated camera parame-
ters [4]. In [1], Bartoli et al. propose the utilization
of collinear features when appropriate, where in syn-
thetic experiments lower covariances for the errors
of estimated camera parameters are measured. In
[6], a simplified error covariance propagation analy-
sis for collinear features is presented for SFM, but
the analysis is not based on optimal ML-estimation,
so a fully ML-based theoretical analysis of covariance
is missing.

In order to take advantage of the collinearity,
this paper applies the strategy to determine an ML-
estimate of a (straight) line, represented by the mea-
sured feature points and correcting the feature point
positions by projecting them onto the estimated line.
The estimation of camera parameters is then based

on the corrected feature points. Thereby, it is shown
by theoretical derivation that the resulting feature
points have smaller error covariances resulting in
higher estimation accuracy of the camera parame-
ters.

Several proposed methods exist for estimating
lines and determining the error covariances of the line
parameters and corresponding Cramer-Rao lower
bounds analytically [3, 8, 2]. In this paper the co-
variance and Cramer-Rao bound determination of
line parameters is reviewed. The main contribution
is an analysis of corrected point positions including
the determination of the error covariances and the
Cramer-Rao bounds, which depend both on the un-
certainty of the line as well as on the uncertainty of
the selected point to be corrected.

The focus is on camera parameter estimation, so a
complete theoretical analysis starting from the error
of the feature points up to the error of the estimated
camera parameters is achieved.

In the following section, the ML-estimation of the
line is presented. In section 3 the error covariance
propagation for the corrected feature points is ana-
lytically derived. Section 4 describes the calculation
of the Fisher information matrix and the Cramer-
Rao bounds for the expected error covariances of
corrected feature points. Section 5 describes briefly
the propagation of the error covariances up to the
camera parameters followed by section 6 where the
impact of collinearity is shown in experiments. In
the last section the paper is concluded.

2 Maximum-Likelihood esti-
mation of line parameters

Assume a given set of feature points supposed to lie
on a straight line, simply referred to as line in the
following. Furthermore, it is assumed that their de-
tection is erroneous so they actually are not located
within the line exactly.
The goal is to determine the line by processing in-



formation given by the feature points.
A 2D-line l can be described by the Hessian pa-

rameterization. A point x lies on a line if

n>(a− x) = 0 (1)

where
n = (cos(φ), sin(φ))> (2)

is the normal vector and a is the base. With a ho-
mogeneous point

x = (x1, x2, 1)> (3)

and
l = (cos(φ), sin(φ),−ρ)> (4)

the homogeneous parameterization of the line is ob-
tained, satisfying

l>x = 0. (5)

It is assumed that the probability density func-
tion (PDF) describing the uncertainty of the feature
points is (uncorrelated) Gaussian and the covari-
ances are known. The error covariances can be de-
termined by analyzing the feature tracking method.
E.g. for the KLT tracking method [10, 7], the error
analysis for the position of the detected features can
be found in [9]. In order to take maximum benefit
from the knowledge of the PDF’s, a ML-estimation
is performed. The PDF for the error of the position
of a feature point is

p(x|x) =
e[−

1
2 (x−x)>C−1(x−x)]

2π
√

det(C)
(6)

where x is the measured point, x is the true point
and C the covariance matrix. Let

z = (x(1)> , ...,x(M)>)> (7)

be the vector of all points belonging to the estimated
line. The task is to estimate the corresponding points
x̂(i) on the line, so that the likelihood L

L =
∏

i

p(x(i)|x̂(i)) (8)

is maximized.
For a specified line (φ, ρ), the estimated point x̂(i)

can be determined directly. From the condition

L → max (9)

follows
p(x(i)|x̂(i)) → max. (10)

This yields

e

h
− 1

2 (x(i)−x̂(i))>C(i)−1
(x(i)−x̂(i))

i
2π
√

det(C(i))
→ max (11)

with the constraint that the point x̂ must lie on the
line (φ, ρ). This constraint is expressed by

x̂(i) =
(

ρ cos(φ)
ρ sin(φ)

)
+ λ(i)

(
sin(φ)
− cos(φ)

)
= a + λ(i)b,

(12)
where λ(i) is a scalar, a is a pointing vector and b is
the direction. With this constraint and some addi-
tional simplifications, the condition (11) becomes

(x(i) − a− λ(i)b)>C(i)−1
(x(i) − a− λ(i)b) → min.

(13)
This minimization is satisfied by

∂

∂λ(i)
(x(i) − a− λ(i)b)>C(i)−1

(x(i) − a− λ(i)b) = 0,

(14)
which yields

λ(i) =
(x(i) − a)>C(i)−1

b

b>C(i)−1b
. (15)

With
λ(i) = λ(i)(φ, ρ,x(i)) (16)

and
x̂(i) = x̂(i)(λ(i)(φ, ρ, x̂(i))) (17)

the Likelihood results in the following cost function
for the estimation of the line parameters φ, ρ

M∑
i

[
x(i) − x̂(i)(λ(i))

]>
C(i)−1

[
x(i) − x̂(i)(λ(i))

]
→ min.

(18)
The optimization can be done by iterative minimiza-
tion methods.

3 Propagation of error covari-
ance

In order to determine the impact of the collinearity
on the accuracy of the camera parameters, the error
covariances are propagated from the feature points
up to the camera parameters. The propagation is
started from the detected points up to the line in
subsection 3.1 and continued from the line up to the
corrected/projected points in subsection 3.2.



3.1 Error covariance of line parame-
ters

The cost function (18) has the form

f(φ̂(z), ρ̂(z); z) =
M∑
i=1

(d(i))>C(i)−1
d(i) → min (19)

with
d(i) = x(i) − x̂(i). (20)

A necessary condition is that the gradient becomes
zero

h = grad f =
d

d(φ, ρ)
f(φ(z), ρ(z); z)|φ=φ̂,ρ=ρ̂

!= 0.

(21)
It is not possible to resolve this equation for (φ̂, ρ̂)
algebraically in a trivial way. This means there is no
closed form for a mapping g with

R2M → R2 : (φ̂, ρ̂)︸ ︷︷ ︸
∈R2

>
= g( z︸︷︷︸

∈R2M

) (22)

available. On the other hand, the implicitly defined
function h(g(z), z) != 0 enables the calculation of
the Jacobian dg

dz by utilizing the theorem about im-
plicit functions in order to determine the first order
approximation of the desired function(

∂x1(i)g1 ∂x2(i)g1

∂x1(i)g2 ∂x2(i)g2

)
=−

(
∂φh1 ∂ρh1

∂φh2 ∂ρh2

)−1(
∂x1(i)h1 ∂x2(i)h1

∂x1(i)h2 ∂x2(i)h2

)
(23)

where ∂a ≡ ∂
∂a

and ∂a,b ≡ ∂2

∂a∂b
. This yields

∂zg = −(∂gh)−1∂zh (24)
= −(∂φ,ρh)−1∂zh. (25)

The linearized function is

g(z + e) ≈(
φ̂
ρ̂

)
+

(
∂

x
(1)
1

g1 ∂
x
(1)
2

g1 · · · ∂
x
(M)
1

g1 ∂
x
(M)
2

g1

∂
x
(1)
1

g2 ∂
x
(1)
2

g2 · · · ∂
x
(M)
1

g2 ∂
x
(M)
2

g2

)
︸ ︷︷ ︸

A

e (26)

g(z + e) ≈ (φ̂, ρ̂)> + Ae. (27)

After determining the first order approximation the
error covariance of the line parameters can be speci-

fied

cov(φ̂, ρ̂) = Λ = A


C
(1)
11 C

(1)
12

C
(1)
21 C

(1)
22

. . .
C
(M)
11 C

(M)
12

C
(M)
21 C

(M)
22

 A>.

(28)

3.2 Error covariance of projected
point position

In order to calculate the error covariance of the es-
timated points on the line the function P, which is
determined by equations (12) and (15)

x̂ = P(φ, ρ,x(i)) = a(φ̂, ρ̂) + λ(i)(φ̂, ρ̂,x(i))b(φ̂, ρ̂),
(29)

is linearized by its first order taylor series

P((φ̂, ρ̂, x
(i)
1 , x

(i)
2 )> + δ) ≈(

x̂
(i)
1

x̂
(i)
2

)
+
(

∂φP1∂ρP1∂x1(i)P1∂x2(i)P1

∂φP2∂ρP2∂x1(i)P2∂x2(i)P2

)
︸ ︷︷ ︸

B(i)(φ,ρ,x1(i),x2(i))

δ (30)

where

δ =


δφ
δρ

δx1
(i)

δx2
(i)

 . (31)

The error covariance of a projected point can be ap-
proximated by

cov(x̂(i)) = B(i)

(
Λ 0
0 C(i)

)
B(i)> (32)

where
B(i) = B(i)(φ̂, ρ̂, x1

(i), x2
(i)). (33)

Figure 1 shows an example for the error ellipses be-
fore and after the projection of points.

As a result, which can be verified intuitively, the
error covariance component perpendicular to the line
shows maximal decrease whereas the component par-
allel to the line does not encounter any change. Fur-
thermore, the outer points on the line remain higher
error covariances than the more central points.

4 Cramer-Rao bounds

There are universal bounds for the accuracy of the
estimated parameters determined by the Cramer-
Rao bounds. No estimator can yield parameter es-
timates which have lower error covariances than the



Figure 1: Point error ellipses before and after pro-
jection

Cramer-Rao bounds. In section 4.1 the error covari-
ance bounds for the line parameters are determined
and in section 4.2 the error covariance bounds for the
projected point positions are specified.

4.1 Cramer-Rao bounds for the error
covariances of line parameters

In order to calculate the lower bounds of the line
parameter error covariances we need to determine
the Fisher information matrix F which is defined as

F = −E
[
∂φ,ρ∂

>
φ,ρ ln

[
p(z|φ̂, ρ̂)

]]
(34)

where
∂φ,ρ∂

>
φ,ρ (35)

is the operator generating the Hessian matrix of the
second derivatives. The components of the Fisher
information matrix are defined as

Fmn = −E
[
∂m∂n ln

[
p(z|φ̂, ρ̂)

]]
(36)

where
∂1 ≡ ∂φ, ∂2 ≡ ∂ρ. (37)

Replacing p(z|φ̂, ρ̂) yields

Fmn = −E

∂m∂n ln

M∏
i

e

h
− 1

2 (d(i))>C(i)−1
d(i)

i
2π
√

det(C(i))

(38)

=
M∑
i

1
2
E
[
∂m∂n(d(i))>C(i)−1

d(i)
]

(39)

=
M∑
i

1
2

∫ e

h
− 1

2 (x̂−x(i))>C(i)−1
(x̂−x(i))

i
2π
√

det(C)
·

[
∂m∂n(d(i))>C(i)−1

d(i)
]
dx̂
}

. (40)

The Cramer-Rao bounds are obtained by

cov(φ̂, ρ̂)mn ≥
[
F−1

]
mn

. (41)

As an example, in the case of isotropic covariance
matrices for the point position error of the form

C =
(

σ2 0
0 σ2

)
(42)

the components of the Fisher information matrix re-
sult in

F11 = −
∑

i

2(x(i)
2 )2 cos(φ)2 + x

(i)
1 cos(φ)ρ

σ2

−
∑

i

4x
(i)
2 x

(i)
1 cos(φ) sin(φ)

σ2

−
∑

i

(x(i)
2 )2 + x

(i)
2 sin(φ)ρ

σ2

−
∑

i

−2(x(i)
1 )2 cos(φ)2(x(i)

1 )2

σ2

(43)

F12 = −
∑

i

sin(φ)x(i)
1 − cos(φ)x(i)

2

σ2

F22 = −
∑

i

1
σ2

4.2 Cramer-Rao bounds for the error
covariances of projected point po-
sitions

The projection mapping (29) is of the form

P = P(φ, ρ, x1, x2). (44)

Since the Cramer-Rao bounds for φ̂, ρ̂ are already
determined and the true PDF of x1, x2 is assumed
to be known, equation (3.30) from [5] is used in order
to obtain

F(P(θ))−1 = [∂θP(θ)] F(θ)−1 [∂θP(θ)]> (45)

where θ = (φ̂, ρ̂, x1, x2)> and F−1(θ) is the inverse
Fisher information matrix containing the Cramer-
Rao bounds for the parameters φ̂, ρ̂, x1, x2. Since
the term ∂θP(θ) is already defined in (30) as B, it
may be written

F(P(θ))−1 = B(θ) F(θ)−1 B(θ)>. (46)



5 Maximum-Likelihood es-
timation and covariance
propagation of camera pa-
rameters

ML-estimation of the camera parameters is per-
formed by bundle adjustment [4] where the 3D-
feature points and the camera parameters are esti-
mated simultaneously. In order to determine the er-
ror covariances, a brief review of the basic principles
of the estimation process are given.

Let there be V views and N 3D-points. The ML-
estimation is then defined by

V∑
i

N∑
j

d(x(ij), P̂(i)X̂(j))2C(ij) → min (47)

where x(ij) is the j-th 2D-point of the i-th view,
P̂(i) is the projection function of the i-th camera,
X̂(j) = (X̂(j)

1 , X̂
(j)
2 , X̂

(j)
3 )> is the j-th 3D-point and

d(. . . )C(ij) is the Mahalanobis distance according to
the covariance matrix C(ij). Let

z = (x(11), . . . ,x(1N),x(V 1), . . . ,x(V N))>(48)
Z = (X(1), . . . ,X(N))> (49)

be the vectors of the measured 2D-points and the
3D-points respectively. The parameterization of the
camera shall be noted by

P(i) = P(i)(q(i)), q ∈ Rr, (50)

where q is the vector containing r camera param-
eters to be estimated. The vector representing all
parameters can be noted as

Q = (q(1)
1 , . . . , q(V )

r , X
(1)
1 , . . . , X

(N)
3 )>. (51)

This means for a parameter vector Q there are 2D
points collected in ẑ

f(Q̂) = (P̂(1)(q̂(1))X(1), . . . , P̂(N)(q̂(N))X(N))> (52)
= (x̂(1), . . . , x̂(N))> (53)
= ẑ, (54)

which are determined by f(Q̂). By collecting the
covariance matrices as

Σ =

C(11)

. . .
C(V N)

 , (55)

the covariance of the estimated parameters is ob-
tained [4] by

cov(Q̂) = (J>Σ−1J)−1 (56)

with the Jacobian

J =
df

dQ

∣∣∣∣
Q=Q̂

. (57)

In order to determine the covariance in presence of
collinear points, each collinear point x(ij) is replaced
by its estimated point x̂(ij) and each covariance ma-
trix C(ij) is replaced by the covariance matrix of x̂(ij)

as determined in (32).

6 Experimental results

To demonstrate the impact of collinear features
on the expected analytic covariances, camera pa-
rameter estimation is performed utilizing synthetic
3D-points which are regularly positioned within
a cube, as shown in figure 2. There are 12 line
segments detected, vertical ones as well as horizontal
ones. Therefore, the error of corrected points shows
a consecutive decrease of covariance in both direc-
tions. In the following, results are shown for tests
done with increasing std. deviations for the position
error of the 2D-points, which are determined in
2 camera views. Each plot shows two curves for
the parameter error: one with and one without
exploiting the collinearity of the 2D-points.

Figures 3 and 4 show the results for the error
variance of camera rotation and normalized trans-
lation, respectively. The normalized translation
error variance is calculated from the translation unit
vector. Figures 5 and 6 show the RMSE and the
3D-reconstruction error variance, respectively.

In all cases, exploiting the collinearity results in a
considerable decrease in the error of camera param-
eters.

Camera view 2

Camera view 1

3D-points

Figure 2: Synthetic camera and 3D-point setup
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Figure 3: Rotation angle error variance
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Figure 4: Normalized translation error variance
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Figure 5: RMSE

7 Conclusions

An analytical error covariance propagation for cam-
era parameter estimation in presence of collinear fea-
ture points is presented. The ML-estimation of the
supporting lines and the corresponding covariance
propagation is reviewed. The correction of collinear
points with their covariances is theoretically deter-
mined, where interesting properties of error covari-
ance decrease are shown.
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Figure 6: 3D-reconstruction error variance

By determining the Fisher information matrix the
lower bounds for the error covariance of the corrected
point positions are obtained.
This paper shows analytically as well as experimen-
tally how much the accuracy of camera parameters
can be increased by taking advantage of the infor-
mation about the collinearity.

8 Future work

As shown in the experiments, some special constella-
tions such as a mesh-like distribution of points, where
one point shares more than one line might be mod-
elled accordingly. In this case, a pencil-of-lines ap-
proach like in [8] would be appropriate where all lines
which share points with other lines would have to be
grouped and estimated simultaneously.
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