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Abstract
We present a method for generating a parameterised model of a scene from a set of images. The method is novel
in that it uses information from several sources—video, sparse 3D pointsand user input—to fit models to a scene.
The user drives the process by providing selected high-level scene information, for instance selecting an object
in the scene, or specifying the relationship between a pair of objects. The system combines this information with
image and 3D data to dynamically update its model of the scene. In doing so itavoids common pitfalls of both
automatic structure and motion algorithms, and image-based modelling packages.

Categories and Subject Descriptors(according to ACM CCS): I.4.8 [Image Processing and Computer Vision]: Scene
Analysis

1. Introduction

Building 3D models of scenes from image data has been the
subject of significant research effort and commercial inter-
est. Structure-and-motion techniques for recovering point-
based scene reconstructions and camera parameters are be-
coming well understood, to the point where commercial ap-
plications offer the technology (such as boujou from 2d3,
amongst others). These techniques automatically generate a
3D point cloud, and an understanding of the relationship be-
tween the camera and the scene. The camera information is
particularly useful for a number of video manipulation pro-
cesses, including the insertion of computer generated ele-
ments into real video. The 3D point cloud, however, is a
sparse reconstruction of the scene structure which can be dif-
ficult to interpret and use for modelling purposes.

There are also a number of systems which facilitate the
modelling of scenes from image data; these include Fa-
cade [TDM96], Photobuilder [RC00], and Canoma from
MetaCreations. These systems create models which provide
a more complete and semantic reconstruction of the scene.
A building might be modelled as a set of cuboids sitting on
a plane, for example. This type of model facilitates a num-
ber of processes that would be difficult or impossible with a
point cloud. It is possible, for example, to infer information
about parts of the scene not visible in the image set, to re-
move objects, or to improve image-based rendering results.
These modelling programs require significant user input, as

the majority of their calculations are based on information
obtained by user interaction.

We present here a method which combines the benefits
of these two types of systems. The method uses structure-
and-motion estimation to generate an initial point-based re-
construction and the associated camera information. This in
turn informs the interactive modelling of the scene, remov-
ing most of the burden of object specification from the user.
Importantly, however, the system still allows full user control
if necessary. By relieving the user of burden of specifying in-
formation which may be acquired automatically the method
allows the rapid creation of large and detailed models of real
world scenes.

In Section2, we describe briefly the framework that un-
derlies the system. The remainder of the paper examines the
process of interacting with the system to model a scene, and
what is happening “behind the scenes”. After introducing the
interface in Section3, we describe in Section4 how a single
object of a particular type is selected in an image, without the
need for precise localisation. In case this process fails, the
option remains for the user to interactively add more infor-
mation about the model as described in Section5. We then
progress to interactions that involve more than one object. In
Section6, we show how to interactively specify that a pair
of objects is adjacent. We then show in Section7 how the
repetition of an object can be indicated very simply, with the
details being estimated by the system.
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2. Overview

We aim to find the set of 3D modelsM = {Mi : i = 1. . .N}
that are most probable given the dataD (images, camera pa-
rameters and 3D points) and any prior informationI. Mod-
els are specified by a vector of parameters—for example, a
cube is represented by a scaleS, positionT and orientation
R—and can be seen as a function mapping those parameters
to vertex locations. Models can be related to each other and
these dependencies are expressed probabilistically through
their parameters.

We represent the estimation problem as a Markov Ran-
dom Field with a hidden node corresponding to each ob-
ject in the scene and an observed node for each object ob-
servation. Hidden nodes are added to capture the relation-
ships between objects. Observed nodes are linked to the cor-
responding model nodes, as would be expected, and rela-
tionship nodes are linked to the model nodes they affect.
The Hammersley-Clifford theorem states that we can fac-
torise the joint probability over the model setM as the (nor-
malised) product of the individual clique potential functions
of the graph formed by the nodes and their links [Bes74].
The cliques in this case are all of size 2.

The potential function adopted for the cliques containing
an observed node and a model node is a product of model
likelihood and prior, as:

Pr(M|DI) ∝ Pr(D|MI)Pr(M|I) . (1)

The potential function for cliques representing inter-object
relationships is the joint probability Pr(M,R) of the model
M and the relationshipR. Examples of this will be given
later.

The joint probability of the set of modelsM and the set of
relationshipsR given the data setD and the prior information
I is thus

Pr(M|DI) =
1
Z ∏

M∈M

Pr(D|MI)Pr(M|I) ∏
R∈RM

Pr(M,R), (2)

where the setRM represents the set of object-group relation-
ships involvingM, and the scalarZ a constant chosen such
that Pr(M|DI) integrates to 1.

Our goal is to findM that maximises the joint probability,
or, equivalently, that minimises the negative log joint prob-
ability (i.e. the sum of the negative logs of the terms on the
right hand side of Equation (2)). Each term in the joint prob-
ability is informed by user interaction and optimised by the
system. In the rest of the paper we describe the system and
how it accepts user input to assist its search for the most
probable model.

3. The user interface

The interface to the system is much like that of other image-
based modelling systems. The user is presented with one of
the input images within a GUI which allows the selection of

one of a small number of object types. In contrast to other
systems, however, the image is overlaid with the projections
of the reconstructed points, which provides an estimate of
the depth of each region in the image.

Figure 1: The User interface, showing an initial object iden-
tification (a plane) and the resulting segmentation.

4. Selecting an object

The user initiates the fitting process by specifying a model
type, and highlighting the projection of the object to be mod-
elled in one of the images. This requires that the user select
a particular image from the input image set, and then simply
draw a freehand line on the object of interest. The system
then closes the curve if necessary. An example of this can be
seen in Figure1.

As the curve is drawn, the system attempts to segment
the object of interest from the image. The appearance of the
object is represented by a histogram of pixel values from
within the currently selected region. This is compared with
another histogram of pixel values from outside the region, by
computing their Kullback-Leibler divergence. The segmen-
tation we seek is that which maximises the divergence be-
tween the selected object and the background. The segmen-
tation is optimised using the graph cuts method for solving
dynamic Markov Random Fields developed in [KT05]. The
efficiency of the method allows the segmentation to be up-
dated quickly after the user completes the interaction. Part
of this efficiency is achieved by initialising subsequent seg-
mentations with the solution generated from the previous in-
teraction. The speed with which these updates occur means
that the user can start with quite a crude approximation and
refine it only as far as is required.

As camera parameters and some 3D points are available,
the region identified by the user and subsequently segmented
can be used to determine an initial estimate of the parameters
of the 3D object that projects into that area. In the case of the
example in Figure1 the model is a plane, and the plane pa-
rameters are estimated from the set of reconstructed points
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which project into the segmented area. The negative log like-
lihood of the plane is proportional the sum of squared dis-
tances between reconstructed points and the plane surface.
Thus by minimising this distance we maximise the likeli-
hood term in Equation2. Other models are fitted in the same
way, using the point to surface distance as a likelihood mea-
sure. This fit is further refined by reprojection into the image,
as described in [vdHDT∗06].

In contrast to other systems the user does not need to spec-
ify parallel lines in the plane, its boundaries, or any other in-
formation. The previous application of the structure and mo-
tion process means that simply identifying the area in one of
the images is sufficient.

5. Refining an object

Once an object has been selected, and automatically seg-
mented from the rest of the image, the user can refine the
segmentation and the resulting 3D object if necessary. To do
this, the user picks one or more vertices of the model and
moves them to effect changes to the 3D shape of the model.
The effects of the changes are shown in both a 3D and a
2D view, with the image superimposed. Because the system
is aware of the type of model, interaction can be tailored to
that model. For example, by picking one vertex of a sphere,
the radius of the entire sphere can be changed. An example
of this interaction is shown in Figure2.

Figure 2: Manual adjustment of vertex locations in one of
the input images by dragging in the image.

Any adjustment made by the user is incorporated prob-
abilistically into the model fit by updating the prior term
Pr(M|I) in Equation2. For example, if the user moves a
shape to a particular position in 3D, the prior on the model’s
position parameter becomes a Gaussian distribution centred
about that location. The full joint probability is then re-
optimised taking into account this prior.

6. Inter-object relationships

Selection of subsequent objects can be constrained not only
by drawing on an image but also by specifying the relation
of new objects to existing objects in the scene. A common

case is adjacency—for example, in the scene shown in Fig-
ure1, we can specify that a bollard rests on the ground plane
we have already highlighted. To specify this relationship,
the user first selects the bollard as described in Section4.
The bollard and the plane are then both selected, and a tool-
box button pressed to indicate their adjacency. If the pillar
is identified in isolation, there are insufficient reconstructed
points to estimate the parameters of the model with the re-
quired accuracy. Once this relationship is incorporated, how-
ever, the extra constraint means that initial modelling can be
carried out successfully.

When the user specifies a relationship between two ob-
jects the system incorporates this probabilistically into its
estimate of each model. In this case the term Pr(M,R) is up-
dated to become a Gaussian distribution centred at object pa-
rameters such that vertices from each object are coincident.
The choice of which vertices are coincident is made using
some prior knowledge that is encoded with each model. For
instance, a cuboid is likely to be resting on one of its 6 faces.
Thus there are 6 possible combinations to be tested.

7. Object repetition

It is common in urban and man-made environments to ob-
serve repeated instances of an object. Thus the ability to fit
multiple copies of a model to a scene simultaneously is a
powerful modelling facility. To fit multiple copies of an ob-
ject, the user selects the object, and then simply drags the
mouse along the direction in the image in which repetition
occurs. Wireframe models are then superimposed along this
line, in positions whose appearance most resembles the orig-
inal object. The number and spacing of the models is de-
termined automatically; however the user can override this
manually if necessary. This is done by scrolling the mouse
wheel to increase or decrease the model count.

Figure 3: Replicating multiple instances of a single object.

Appearance similarity is once again measured by com-
paring histograms of pixel colours. The number of model
instances is determined by the number of equally spaced lo-
cations that can be found along the indicated direction whose
appearance is sufficiently similar to the original object. Only
pixels belonging to the most visible face of the object are
included in the histogram—this makes the system more ro-
bust to occlusion, lighting and other artifacts associated with
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viewing a face very obliquely. Object repetition is another
case of an inter-object relationship and is thus incorporated
into the model fit via the term Pr(M,R). The probabilistic
nature of the relation allows some deviation from exact reg-
ularity.

Figure 4: Replicating a group of objects.

8. Results

We present a number of results achieved using the method.
Figure5 shows an architectural scene with an overlay based
on the reprojected estimated scene model. The reprojection
into each of the original images shows that the model is ac-
curate, and inspection of the model itself shows that it cor-
responds well to the true scene shape. The model of each
pillar is made up of 3 stacked cuboids. The front pillar was
modelled interactively with the remaining pillars modelled
by replicating this front pillar. The pillars are not equally
spaced along the line, but the spacing is regular enough for
the replication process to have automatically selected the ap-
propriate number of model instances. The final fit reflects the
true spacing of the pillars despite being initialised with reg-
ularly spaced models.

Figure 5: Compound object replication

Figure6 shows an image which has had computer gen-
erated objects inserted on the basis of the model developed
in Figures1, 3 and4. The shadow, for instance is projected
onto the recovered plane and the pins are rendered so as to
appear to be sitting on the recovered cuboid models.

Figure7 shows selected frames from an input image se-
quence depicting a set of cubes on a table. The cubes are not
regularly arranged, but abut the same plane. They have thus
been identified individually by the user using the graph cut

Figure 6: A frame from a video showing computer generated
objects inserted on the basis of a recovered scene model.

segmentation based closed curve method described in Sec-
tion 4. Figure7 also shows the same input frames modified
on the basis of the recovered scene model. The modification
has replaced each identified cube with a rendered model of
a Rubik’s cube.

Figure 7: Part of an input video sequence and the corre-
sponding set of images modified according to a recovered
scene model.
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